## Digital Methods Summer School

### Bournemouth University Talbot Campus

**1-5th July 2024**

This is a one-week, intensive summer school primarily for postgraduate research students and early career researchers. It is intended for people who do not write code but are utilising digital methods. The Summer School will bring together BU researchers with those working at other institutions. The summer school will be taught by world-leading experts from BU and beyond. The summer school is free and catering will be provided. We will also offer some bursaries of up to £200 for non-BU research students. Places are limited to ensure the overall quality of the learning experience.

The summer school will cover digital media research from data collection through to different analytical approaches and will include sessions on research ethics and industrial collaborations. Students will work on a common project throughout with a goal of generating a joint publication. Previous iterations of this course have led to publications in internationally recognised journals.

Students will learn how to collect website and social media data using both screen-scraping techniques and through APIs. Once collected, students will learn how to clean and then analyse the data using two methods: content analysis and social network analysis. Finally, the course will introduce students to data visualisation techniques.

**Draft Schedule**

### Day 1: Introduction to the Summer School

**Monday 1st July**

**9.15-9.30am Coffee and pastries**

**9.30-10.15am Session 1: Getting to know each other and your PhDs**

**10.15-12: Introducing the Project (Professor Scott Wright and Professor Darren Lilleker)**

In this session we will talk about the project that will being addressed during the week.

**11-11.15 Break**

**12-12.30 Lunch**

**12.30-1.30pm Research Ethics for Digital Media (**[**Professor Richard Berger**](https://staffprofiles.bournemouth.ac.uk/display/rberger) **and Dr Michelle Heward)**

This session will cover the essentials of ethical concerns for digital media and spaces and current debates around APIs (qualitative and quantitative).

**Collecting Website and Social Media Data (Professor Scott Wright)**

***1.30-2.30pm Introduction: the history and politics of digital data***

This session will outline the history of digital data and methods and key events that have shaped our approach from the influence of the ‘Californian Ideology’ through to Cambridge Analytica and the sale of Twitter. It will look at how the politics of data has influenced what researchers study and how this has shaped our understanding of the Internet. It will also talk about attempts by researchers to bypass restrictions and blackboxes, including the ethics and implications of all of this.

The two principal methods for collecting data from websites will then be presented (front end scraping, and back end APIs). This will be underpinned by an explanation of how websites and social media work. The ethical dilemmas and challenges of collecting data will be presented, as well as ongoing changes to APIs; an outline of how scrapers actually work; the limitations of web-scraping; and some of the guidelines rules that must be considered.

*Break 2.30-2.45*

***2.45-4.15 Collecting Digital Media Data* *using APIs***

API Practical: We will learn about methods to collect data from APIs. We are likely to use NodeXL plus one other mechanism. We will learn about the functionality of different APIs and strengths and weaknesses. You will collect sets of tweets and assess the kinds of data that is provided. We will test different search terms and functions and think about the affordances of the APIs.

**Finish 4.15**

**Optional Dinner: Fish and Chips by the Beach (own cost)**

### Day 2:Collecting Website and Social Media Data (Professor Scott Wright)

**Tuesday 2nd July**

**9.15-9.30: coffee and pastries**

**9.30-4.15 Scraping Websites (Professor Scott Wright)**

In these sessions we will learn how to scrape websites from the ‘front end’. That is, you will learn how to scrape webpages and automatically traverse between pages to automate data collection. Using these techniques you can collect visible data. We will learn how to build scrapers in layers and how to traverse using ‘next page’ links and by creating and using a list of URLs. We will learn the strengths and limitations of such techniques and apply them to different websites. We will collect the data for our proposed article (this may continue after the session). What are the implications of any data collection issues for the nature of the articles/Research Questions? (breaks through day)

While scrapers are running we may do some other training in the afternoon, probably Open Refine for data cleaning.

**Collaborating with Industry, NGOs and Government (tbc)**

This session will talk about working with industry, NGOs, and government as part of your research. It will involve an industry speaker and this may be linked to the collective research project. The goals if for this to happen on Tuesday subject to speaker availability.

### Day 3: Automated and Manual Content Analysis

**Wednesday 3rd July**

The third day will focus on different forms of content analysis, and particularly sentiment analysis and manual content analysis. We will discuss the strengths and weaknesses of these approaches.

**9.15-9.30 coffee and pastries**

**9.30-10.45 Sentiment Analysis (Professor Scott Wright)**

The history of sentiment analysis will be presented. We will look at the strengths and weaknesses of sentiment analysis and some examples of sentiment analysis-based studies. We will then undertake a practical demonstration of “senti-strength” on the Twitter data we previously collected. We will look at ways to present and analyse the data.

**10.45-11 Break**

**11-12.15 Computer-Assisted Content Analysis/Corpus Linguistics (tbc)**

Precise details for this session are to be confirmed.

**12.15-1.15 Lunch**

**1.15-4.15pm** **Manual Content Analysis (Professor Dan Jackson and Prof Scott Wright)**

The history and context of content analysis will be discussed. We will look at some classic studies that have used content analysis. We will then go through the methodological principles of content analysis. We will learn how about the importance of intercoder reliability and how to conduct and interpret reliability tests. We will build some codes and apply and test them. For our publication, we will work on a collective codeframe adapted from the literature and do reliability testing on each coder.

### Day 4: Social Network Analysis and visualisation

**9.15-9.30: Coffee and Pastries**

**9.30-10.45: Coding Time**

We will use this to continue coding and address any queries and questions

**10.45-11 Break**

**11-12.45 Social Network Analysis**

In this session we will learn about different approaches to visualising digital media data.

First, we will learn about the theory and principles of social networks. You will learn how to use NodeXL to undertake social network analysis. NodeXL is a powerful tool for collecting, mapping and visualising data. NodeXL is designed to make data visualisation available to people who can't write code, opening the door to key “big data” methods to a broad range of social science and humanities students and academics.

We will discuss the background to, and key principles of, social network analysis. Key debates and studies will be briefly discussed. We will then use NodeXL to visualise/analyse data. We will have already used NodeXL to collect data. Here we will explore the features of NodeXL in more detail, and in particular the mapping functions.

**12.45-1.30 Lunch**

**1.30-4.15pm Data Storytelling Methods (Professor Anna Feigenbaum)**

Details to be confirmed

**Conference Dinner tbc (own cost)**

### Day 5: To Infinity and Beyond: AI and Predictions

**9.15 coffee and pastries**

**9.15-10.45: AI in Research Masterclass (Dr Festus Adedoyin)**

This session will explore some of the key issues and approaches for using AI in research. We will discuss what Generative AI is and how it is shaping digital methods; how to design prompts for generative AI tools; using AI for text and image analysis. We will also from researchers using AI in their own funded grants as well as applications for creative practice. We hope also to talk about legal aspects here.

**10.45-11am break**

**11-12.00 AI in Research Practice (Dr Festus Adedoyin)**

In this session we will do hands on work with different AI tools used in research, building on the first session.

**12.00-12.30 Lunch**

**12.30-3.30 Predictive Modelling (Professor Rick Stafford)**

Predictive models help can help visualise the future, or assess the effect of interventions or policies being made now. While most predictive models are mathematically or computationally complex, we will explore what simple models can tell us – for example, how effective may media communications be in changing behaviour, or what might be some of the unintended consequences of political policies. These models may also aid with digital storytelling or help inform creative practices. They are simple to build and analyse using a new R package – but no skills in programming or R are required.

**3.30-3,45 Break**

**3.45-4.15 Next Steps**

**FINISH**
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